
CS 229br: Foundations of Deep Learning

Boaz Barak
Gal KaplunGustaf Ahdritz

Lecture 8: Test time compute

Zona Kostic



Announcements

Project progress report – April 17

Progress final report – May 3 (end of reading period)

Next lecture (April 6): 
AI Safety (including fairness, accountability, transparency)

April 13
Horace He on performance in deep learning training



Digression: GPT4
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2) Programming?
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Discussions?



Complexity / Simplicity



Learning

Inductive Bias
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Traditionally via 
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Regularizer
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Learning Goals



Simple for 
humans 

Computational 
Efficiency

Data 
Efficiency
Predictive 
Success
Short 

Description

Causal 
Ground 
Truth

Occam’s Razor
Simplest model fitting data will be the correct one

Everything should be made as simple as possible 
but not simpler.



Deep Learning

Simple for 
humans 

Computational 
Efficiency

Data 
Efficiency

Predictive 
Success

Causal 
Ground 
Truth

Short 
Description

Efficient 
training

Efficient 
inference

Tension between 
goals: 

e.g. ”Scaling Laws”



Occam’s Razor
Simplest model fitting data will be the correct one

Coco Chanel’s Razor

The best things in life are free. 
The second-best things are very, very expensive.

Simple causal 
models

Deep neural 
nets



Inductive Bias

Parameters 
𝜃

Input
𝑥

Output 
𝑦𝑓!

Inductive bias via 
complexity instead 

of simplicity



Using pure compute to inject inductive bias



Set:



Test-time compute 



Deep learning orthodoxy

Inductive Bias

Parameters 
𝜃

Input
𝑥

Output 
𝑦𝑓!

Train:
𝐿"#$# 𝜃 =

Cost of 𝑓!(⋅)
on data / env

Test / Inference:
Run 𝑥 ↦ 𝑓!(𝑦)

• No loss of generality: 
NNs are “Turing complete”

• ”Train to the test”



Test-time compute

Trained 
Component

Additional 
ComputationInput

𝑥
Output 
𝑦

• Add’l computation differentiable ⇒ can fine tune
• Add’l computation non-differentiable ⇒ trust generalization

of trained component



Test-time compute
Pros:
• Can train on simpler skills, process more data

• Control quality vs. compute tradeoff (a la diffusion)
• Update facts without retraining

Cons:

• Inference less efficient (unless enables smaller models)
• Can’t “train to the test”
• Potentially more unpredictable



Deviating from orthodoxy: Train ≠ Test
Train harder, test easier Train easier, test harder Train different



Train harder, test easier • Make problem artificially 
harder in train time

• Add resources in test time.

Examples:
• Train-time augmentation
• Contrastive / self-supervised learning
• Ensemble at test time
• Diffusion scheduling
• Searches (Beam, tree)
• In context learning / Chain of thought?



Train easier, test harder • Gradually increase in difficulty

• Train on simpler task but on a lot 
of data.

Examples:
• Curriculum learning
• Zero-shot learning



Train different • Build skills that are broadly 
usable

Examples:
• Transfer learning
• In-context learning



Text generation
• Sampling with same temperature as train: Train = Test
• Sampling with lower temperature 
• Nonzero temperature = 𝜖 probability of junk
• Zero temperature = greedy

• Adjusting temperature – top 𝑘 , top 𝑝

• Beam search (& constrained version)
• Monte-Carlo Tree Search Token 

Predictor

Sequence Generator



Best of n



Majority voting



In Context Learning (ICL)

Trained Model

“𝑥%, 𝑦%, … , 𝑥& , 𝑦& , 𝑥&'%” 𝑦&'%



Is it really ICL?



In-context learning with original GPT3 (“davinci”)









Original 
GPT3

GPT4?



Chain Of Thought
Theory: Transformer maps 𝑥 to 𝑦 in 𝑂(𝑁) steps.

What if mapping requires computing 𝑘 intermediate values? 

?

Also O-shot CoT: 
“Let’s think step by step” 

[Kojima et al 22]



Memory



Two paradigms
Retrieval based models

Small(er) 
Model

Large Differentiable / Continuous 
Memory

Natural language as Universal API

Large Model

The Internet / Tools/ 
Outside world





RETRO



Natural language as Universal API

Large Model

The Internet / Tools/ 
Outside world





Bing inner 
monologue





https://huggingface.co/spaces/JavaFXpert/Chat-GPT-LangChain









Discussions?

Train to test Test ≠ Train

• Efficiency
• Usability
• Predictability
• Safety
• ?


