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Plan: Generative models

* Energy based models

« Sampling: Metropolis-Hastings and Langevin dynamics

 Digression: statistical physics, variational principle, free energy
* Encoder-Decoder Architecture
« PCA

Variational Auto Encoder

Normalizing Flow
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Reducing the Dimensionality of ,
Data with Neural Networks y

G. E. Hinton* and R. R. Salakhutdinov

High-dimensional data can be converted to low-dimensional codes by training a multilayer neural
network with a small central layer to reconstruct high-dimensional input vectors. Gradient descent ,
can be used for fine-tuning the weights in such “autoencoder” networks, but this works well only if . Encoder
the initial weights are close to a good solution. We describe an effective way of initializing the S

weights that allows deep autoencoder networks to learn low-dimensional codes that work much

better than principal components analysis as a tool to reduce the dimensionality of data.




Energy based models

icit Generation and Modeling with Energy-Base
Models

Yilun Du * Igor Mordatch
MIT CSAIL Google Brain




Energy based models

Meta's Al luminary LeCun explores deep
learning's energy frontier

So-called energy-based models, which borrow concepts
from statistical physics, may lead the way to 'abstract
prediction,' says Yann LeCun, allowing for a 'unified world
model’ for Al capable of planning.



Move to whiteboard — see notes



True Density Empirical Density
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Ice

Lower energy
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Principle of least action




Two views of physical systems

"Local”: State progresses from time ¢
to t + 1 based on local forces

O~0 0O
o8
f:R4 > RY

St+1 = S¢ + f(S¢)

ds_

—=f
dt

"Global”: System minimizes a global
objective

N

L: Potential energy
f=-VL

Principle of least action:

s minimizes Y./ L(s¢+1) — L(s4)|?






