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Early days of computing ENIAC (1945-1956)

18,000 vacuum tubes, 7,200 crystal diodes, 1,500 relays, 70,000 resistors, 
10,000 capacitors, and approximately 5,000,000 hand-soldered joints

Programming of the stored program for ENIAC was done by 
Betty Jennings, Clippinger, Adele Goldstine and others

Reduced the speed of ENIAC by a factor of 6 and eliminated the 
ability of parallel computation, but as it also reduced the 
reprogramming time to hours instead of days… considered well 
worth the loss of performance
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Some quotes





von Neumann (1957)
precision of electrical analog machines rarely exceeds 1: 10!

… digital machines [have] 1: 10"#

… needed because computations have “great arithmetic/logical depth”

“large and efficient natural automata are likely to be highly parallel, while large 
and efficient artificial automata will tend to be less so, and rather to be serial.”

Brains beat Computers on transistor density / energy by  10$. . 10%

Computers beat Brains on speed by  10&. . 10'

40 bits



“memories made up from basic active organs” are, in every sense that matters, 
extremely expensive

“Modern computing machine technology [i.e., ENIAC] started out with such arrangements”

“[but] in present day computing machines, the proper balance between machine 
size and memory capacity is something like 10! active elements and 10". . 10# bits.”

it is a priori unlikely that the nervous system should use [active organs] as the 
main vehicles for its memory requirements

von Neumann (1957)



Some (more) quotes



“I believe that in about 50 years’ time, it will be possible, to programme
computers, with a storage capacity of about 10%, to make them play the 
imitation game so well that an average interrogator will not have more 
than 70 per cent chance of making the right identification after five 
minutes of questioning.”

Alan Turing, 1950



”Within 10 years a digital computer will be the world’s chess champion.”

Herbert Simon and Allen Newell, 1958

”In from 3 to 8 years, we will have a machine with the general intelligence of an 
average human being.”

Marvin Minsky, 1970

“No program today can distinguish a dog from a cat, or recognize objects in typical 
rooms, or answer questions that 4-year-olds can!”

Marvin Minsky, “It’s 2001 but where is HAL?”, 2001

"The answer is, I believe we could have ... [NeurIPS] had 40K registrants .. [But for 
conference] …using multiple representations for common sense reasoning, I’ve 
only been able to find 6 or 7 people in the whole world."



Widrow on Adaline (1960)



Rumelhart on backpropagation



Hinton on backpropagation



“Let an ultraintelligent machine be defined as a machine that can far 
surpass all the intellectual activities of any man however clever… Since the 
design of machines is one of these intellectual activities, an ultraintelligent
machine could design even better machines”

“A man cannot learn more than 10M statements in a lifetime. A machine 
could already store this amount of information … however it seems likely 
it would need to be ultraparallel … For definiteness, the machine will be 
assumed to incorporate an artificial neural net ”

I. Good, 1965

the first ultraintelligent machine is the last invention that man need ever 
make,  provided that the machine is docile enough to tell us how to keep 
it under control.



Some numbers







GPT4: 
Estimate 

2 ⋅ 10$% TFLOPs





AI index report 2017



“A human who can read Chinese characters would likely understand 
Chinese speech, know something about Chinese culture and even make 
good recommendations at Chinese restaurants. In contrast, very different 
AI systems would be needed for each of these tasks.”

“Progress is typically tracked consistently when good progress has been 
made. As a result, this report may present an overly optimistic picture.”

“chatbot dialog falls far short of human dialog and we lack widely 
accepted benchmarks for progress in this area. Similarly, … today’s AI 
systems have far less common sense reasoning than that of a five-
year-old child”



”in the not-so-distant future, AI will be able to free us from repetitive 
work…  Prior to the invention of the steam engine, most of us were 
farmers [and] defined through their physical strength…. One American 
farmer feeds 155 people. As a result, less than 2% of the US population 
works in agriculture. This has freed up 98% of us to find different jobs.” 

Sebastian Thurn

“There is, clearly, an AI bubble at present; the question that this report raises 
for me is whether this bubble will burst (cf. the dot com boom of 1996-2001), 
or gently deflate. … My great fear is that we will see another AI winter, 
prompted by disillusion … [but] there is substance underneath the current AI 
bubble.”

Michael Wooldridge



AI Index report 2023
No NLP benchmark survived from 2017

















“A plurality of [NLP] researchers, 57%, held that recent research progress was 
leading the AI community toward Artificial General Intelligence (AGI).”







Diminishing 
returns?



What will scale solve? And at what cost?

• Bigger Context (GPT4: 8K-32K, up to 80 pages)

• Logical depth of reasoning, adaptivity.
• Robustness (e.g., OOD, adversarial, etc..)
• Truthfulness (hallucinations)
• What else? Memory?



Ask Me Anything (AMA)


