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Outline

• Part I: Causality
• Part II: Fairness



Causality



Causality
Correlation ≠ Causation But what is causation?

“𝐴𝐴 causes 𝐵𝐵”
ObservationIntervention

“Smoking causes cancer”

“Obesity causes heart disease”
Diet

Exercise

Over-
weight

Heart 
disease

interventions observations



Causality theory
Understand the conditions under which correlation = causation

Setup:
Observables: 𝐴𝐴,𝐵𝐵,𝐶𝐶,𝐷𝐷, …

Interventions: “do 𝐴𝐴 ← 𝑎𝑎”

Correlation: Pr 𝐵𝐵 = 𝑏𝑏 𝐴𝐴 = 𝑎𝑎 ]

Causation: Pr 𝐵𝐵 = 𝑏𝑏 do 𝐴𝐴 ← 𝑎𝑎 ]



eXercise Heart 
disease

Correlation: Pr 𝐵𝐵 = 𝑏𝑏 𝐴𝐴 = 𝑎𝑎 ]
Causation: Pr 𝐵𝐵 = 𝑏𝑏 do 𝐴𝐴 ← 𝑎𝑎 ]

Scenario 1: 𝑋𝑋 ← 𝐵𝐵(1/2)

𝑊𝑊 ← � 0, 𝑋𝑋 = 1
𝐵𝐵(1/2),𝑋𝑋 = 0 𝐻𝐻 ← � 0, 𝑋𝑋 = 1

𝐵𝐵(1/2),𝑋𝑋 = 0

Scenario 2:

𝑿𝑿 𝑾𝑾 𝑯𝑯 Prob

1 0 0 1/2

0 0 0 1/8

0 0 1 1/8

0 1 0 1/8

0 1 1 1/8

over-
Weight

𝑊𝑊 ← 𝐵𝐵(1/4)

𝑋𝑋 ← � 0, 𝑊𝑊 = 1
𝐵𝐵(1/3),𝑊𝑊 = 0

𝐻𝐻 ← � 0, 𝑋𝑋 = 1
𝐵𝐵(1/2),𝑋𝑋 = 0

Scenario 1 Scenario 2

Pr[𝑊𝑊 = 1|𝑋𝑋 = 0]

Scenario 1 Scenario 2

Pr[𝑊𝑊 = 1|𝑋𝑋 = 0] 1/2 1/2

Scenario 1 Scenario 2

Pr[𝑊𝑊 = 1|𝑋𝑋 = 0] 1/2 1/2

Pr 𝑊𝑊 = 1 do 𝑋𝑋 ← 0 ]

Scenario 1 Scenario 2

Pr[𝑊𝑊 = 1|𝑋𝑋 = 0] 1/2 1/2

Pr 𝑊𝑊 = 1 do 𝑋𝑋 ← 0 ] 1/2 1/4



Scenario 1 Scenario 2

Pr[𝑊𝑊 = 1|𝑋𝑋 = 0] 1/2 1/2

Pr 𝑊𝑊 = 1 do 𝑋𝑋 ← 0 ] 1/2 1/4

eXercise Heart 
disease

Correlation: Pr 𝐵𝐵 = 𝑏𝑏 𝐴𝐴 = 𝑎𝑎 ]
Causation: Pr 𝐵𝐵 = 𝑏𝑏 do 𝐴𝐴 ← 𝑎𝑎 ]

Scenario 1: 𝑋𝑋 ← 𝐵𝐵(1/2)

𝑊𝑊 ← � 0, 𝑋𝑋 = 1
𝐵𝐵(1/2),𝑋𝑋 = 0 𝐻𝐻 ← � 0, 𝑋𝑋 = 1

𝐵𝐵(1/2),𝑋𝑋 = 0

Scenario 2:

𝑿𝑿 𝑾𝑾 𝑯𝑯 Prob

1 0 0 1/2

0 0 0 1/8

0 0 1 1/8

0 1 0 1/8

0 1 1 1/8

over-
Weight

𝑊𝑊 ← 𝐵𝐵(1/4)

𝑋𝑋 ← � 0, 𝑊𝑊 = 1
𝐵𝐵(1/3),𝑊𝑊 = 0

𝐻𝐻 ← � 0, 𝑋𝑋 = 1
𝐵𝐵(1/2),𝑋𝑋 = 0

Cannot distinguish Scenario 1 and 2 from observations alone!



Estimating causal probabilities
Assume: Know causal graph
Goal: Compute Pr 𝐴𝐴 = 𝑎𝑎 do 𝐵𝐵 ← 𝑏𝑏]

𝑿𝑿 𝑾𝑾 𝑯𝑯 Prob

1 0 0 1/2

0 0 0 1/8

0 0 1 1/8

0 1 0 1/8

0 1 1 1/8

Pr 𝐻𝐻 = 1 𝑊𝑊 = 0 = 1/6

𝑋𝑋 ← 𝐵𝐵(1/2)

𝑊𝑊 ← � 0, 𝑋𝑋 = 1
𝐵𝐵(1/2),𝑋𝑋 = 0 𝐻𝐻 ← � 0, 𝑋𝑋 = 1

𝐵𝐵(1/2),𝑋𝑋 = 0

Pr 𝐻𝐻 = 1 do 𝑊𝑊 ← 0 = 1/4

Controlling for 𝑋𝑋:
Pr 𝐻𝐻 = 1 do 𝑊𝑊 ← 0

+ Pr 𝐻𝐻 = 1 𝑊𝑊 = 0,𝑋𝑋 = 1 Pr[𝑋𝑋 = 1]

Known from 
observations

Apriori
unknown

= Pr 𝐻𝐻 = 1 𝑊𝑊 = 0,𝑋𝑋 = 0 Pr 𝑋𝑋 = 0



Adjustment formula

Pr 𝑌𝑌 = 𝑦𝑦 do 𝑋𝑋 ← 𝑥𝑥 ] = �Pr 𝑌𝑌 = 𝑦𝑦 𝑋𝑋 = 𝑥𝑥,𝑍𝑍 = 𝑧𝑧 ] ⋅ Pr[𝑍𝑍 = 𝑧𝑧]

𝑍𝑍

𝑋𝑋

𝑌𝑌

Apriori
unknown

Known* from 
observations



Control for wrong things 𝑌𝑌 :disease 2𝑋𝑋 :disease 1

𝑍𝑍 :hospitalization
Both w prob 𝑝𝑝 ≪ 1

independently

𝑝𝑝 𝑝𝑝

𝑝𝑝2

2𝑝𝑝 − 𝑝𝑝2 ≈ 2𝑝𝑝

Pr 𝑋𝑋 = 1 𝑌𝑌 = 1 = Pr 𝑋𝑋 = 1 do 𝑌𝑌 ← 1] = 𝑝𝑝

Pr 𝑋𝑋 = 1 𝑌𝑌 = 1,𝑍𝑍 = 1 ⋅ Pr[𝑍𝑍 = 1] + Pr 𝑋𝑋 = 1 𝑌𝑌 = 1,𝑍𝑍 = 0 ⋅ Pr[𝑍𝑍 = 0]

≈
𝑝𝑝2

2𝑝𝑝
=
𝑝𝑝
2

≈ 2𝑝𝑝 = 0
≈ 𝑝𝑝2

𝑋𝑋,𝑌𝑌 uncounfounded

Controlling for 𝑍𝑍:



𝑍𝑍

𝑋𝑋 𝑌𝑌

Fork

𝑍𝑍

𝑋𝑋 𝑌𝑌

Mediator

𝑍𝑍

𝑋𝑋 𝑌𝑌

Collider

Pr 𝑌𝑌 = 𝑦𝑦 𝑑𝑑𝑑𝑑 𝑋𝑋 ← 𝑥𝑥 ] vs
Pr 𝑌𝑌 = 𝑦𝑦 𝑋𝑋 = 𝑥𝑥 ]

Pr 𝑌𝑌 = 𝑦𝑦 𝑑𝑑𝑑𝑑 𝑋𝑋 ← 𝑥𝑥 ] vs
∑Pr 𝑌𝑌 = 𝑦𝑦 𝑋𝑋 = 𝑥𝑥,𝑍𝑍] Pr[𝑍𝑍]

≠

=

=

≠

=

≠



Casual Models
“Frequentist”: 
Pr 𝐴𝐴 𝑑𝑑𝑑𝑑 𝐵𝐵 ] is frequency of times that 𝐴𝐴 occurs if we do 𝐵𝐵

“Bayesian”:
Pr 𝐴𝐴 𝑑𝑑𝑑𝑑 𝐵𝐵 ] is probability 𝐴𝐴 would have happened in “counter-factual” 
world where we did 𝐵𝐵

Time

𝑈𝑈1

𝑈𝑈2
𝑈𝑈3

𝑋𝑋1 = 𝑓𝑓1 𝑈𝑈1

Exogenous 
randomness 𝑋𝑋2 = 𝑓𝑓2 𝑋𝑋1;𝑈𝑈2

𝑋𝑋3 = 𝑓𝑓3 𝑋𝑋1;𝑈𝑈3



Backdoors

𝑋𝑋Def: 𝑋𝑋,𝑌𝑌 are confounded if

𝑍𝑍
𝐴𝐴1

𝐴𝐴𝑘𝑘
𝑌𝑌

“Backdoor” 
path

Thm: If 𝑋𝑋,𝑌𝑌 not confounded then Pr 𝑌𝑌 = 𝑦𝑦 do 𝑋𝑋 ← 𝑥𝑥] = Pr[ 𝑌𝑌 = 𝑦𝑦|𝑋𝑋 = 𝑥𝑥]

Proof:

𝑋𝑋 𝑌𝑌

𝑌𝑌 ← 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝑥𝑥)



Experimental design

𝐶𝐶:  Get Covid

𝑉𝑉:  Vaccine

𝑃𝑃: Participate

Pr 𝐶𝐶 do 𝑉𝑉 ← 1 ] ≠ Pr 𝐶𝐶 𝑉𝑉 = 1]

Placebo

Treatment effect: Pr 𝐶𝐶 do 𝑉𝑉 ← 1 ,𝑃𝑃 ] vs Pr 𝐶𝐶 do 𝑉𝑉 ← 0,𝑃𝑃 ]

Backdoor path



Conditioning

𝑍𝑍



Conditioning

𝑍𝑍 = 𝑧𝑧



Conditioning

𝑍𝑍 = 𝑧𝑧

Kill these paths

Introduce spurious 
correlations here



Average Treatment Effect
𝑇𝑇 ∈ {0,1} – Treatment variable

Goal: Estimate 𝔼𝔼 𝑌𝑌1 − 𝔼𝔼[𝑌𝑌0]

𝑇𝑇 ⊥ 𝑌𝑌0,𝑌𝑌1 | 𝑍𝑍 i.e: choice of 𝑇𝑇 = 0,1 independent of 𝑌𝑌|do 𝑇𝑇 ← 𝑡𝑡

Def: 𝑇𝑇,𝑌𝑌 “ignorable”  controlling for 𝑍𝑍 if:

𝑍𝑍 𝑇𝑇 𝑌𝑌

𝑌𝑌𝑡𝑡: 𝑌𝑌 | do 𝑇𝑇 ← 𝑡𝑡

aka 𝑍𝑍 “admissable”



Average Treatment Effect
𝑇𝑇 ∈ {0,1} – Treatment variable

Pf:

Pr 𝑌𝑌 = 𝑦𝑦 do 𝑇𝑇 ← 𝑡𝑡 ] = �Pr 𝑌𝑌 = 𝑦𝑦 𝑇𝑇 = 𝑡𝑡,𝑍𝑍 = 𝑧𝑧] Pr[𝑍𝑍 = 𝑧𝑧]

𝑇𝑇 ⊥ 𝑌𝑌0,𝑌𝑌1 | 𝑍𝑍 i.e: choice of 𝑇𝑇 = 0,1 independent of 𝑌𝑌|do 𝑇𝑇 ← 𝑡𝑡

�Pr 𝑌𝑌 = 𝑦𝑦 𝑇𝑇 = 0,𝑍𝑍 = 𝑧𝑧] Pr[𝑍𝑍 = 𝑧𝑧] = �Pr 𝑌𝑌0 = 𝑦𝑦 𝑍𝑍 = 𝑧𝑧] Pr[ 𝑍𝑍 = 𝑧𝑧]

Def: 𝑇𝑇,𝑌𝑌 “ignorable”  controlling for 𝑍𝑍 if:

Claim: If 𝑇𝑇,𝑌𝑌 ignorable controlling for 𝑍𝑍 then

Goal: Estimate 𝔼𝔼 𝑌𝑌1 − 𝔼𝔼[𝑌𝑌0]



Propensity scores:
Let 𝑒𝑒 𝑧𝑧 = 𝔼𝔼[𝑇𝑇|𝑍𝑍 = 𝑧𝑧]

CLAIM: If 𝑍𝑍 admissible,  𝔼𝔼 𝑌𝑌 do 𝑇𝑇 ← 1] = 𝔼𝔼 𝑌𝑌⋅𝑇𝑇
𝑒𝑒(𝑍𝑍)

Pf: Pr 𝑌𝑌 = 𝑦𝑦 do 𝑇𝑇 ← 1] = ∑𝑧𝑧 Pr 𝑌𝑌 = 𝑦𝑦 𝑇𝑇 = 1, 𝑧𝑧] Pr[𝑧𝑧]

= ∑𝑧𝑧 Pr 𝑧𝑧 Pr[𝑌𝑌=𝑦𝑦,𝑇𝑇=1|𝑧𝑧]
Pr 𝑇𝑇=1|𝑧𝑧 = 𝔼𝔼𝑧𝑧

Pr[𝑌𝑌=𝑦𝑦,𝑇𝑇=1 |𝑧𝑧]
𝑒𝑒(𝑍𝑍)

= 𝔼𝔼𝑧𝑧
Pr[𝑌𝑌𝑌𝑌=𝑦𝑦|𝑧𝑧]

𝑒𝑒(𝑍𝑍)

For 𝑦𝑦 ≠ 0

𝔼𝔼 𝑌𝑌 do 𝑇𝑇 ← 1] = ∑𝑦𝑦 Pr 𝑌𝑌 = 𝑦𝑦 do 𝑇𝑇 ← 1] ⋅ 𝑦𝑦

= �
𝑦𝑦

𝔼𝔼𝑧𝑧
Pr 𝑌𝑌𝑌𝑌 = 𝑦𝑦 𝑧𝑧 𝑦𝑦

𝑒𝑒(𝑍𝑍)
= 𝔼𝔼𝑧𝑧

𝑌𝑌 ⋅ 𝑇𝑇
𝑒𝑒(𝑍𝑍)

Learn model 𝑒𝑒 𝑧𝑧 ≈ 𝔼𝔼[𝑇𝑇|𝑍𝑍 = 𝑧𝑧 ]



Double ML

Assume 𝑌𝑌 = 𝜓𝜓 𝑍𝑍 + 𝜏𝜏 ⋅ 𝑇𝑇 + 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

𝜏𝜏 = treatment effect

𝑌𝑌 − 𝑓𝑓 𝑧𝑧 ≈ 𝜏𝜏 ⋅ (𝑇𝑇 − 𝑒𝑒 𝑧𝑧 )

𝑓𝑓 𝑧𝑧 ≈ 𝜓𝜓 𝑍𝑍 + 𝜏𝜏 ⋅ 𝑒𝑒(𝑧𝑧)

Observe (𝑍𝑍,𝑇𝑇,𝑌𝑌) , learn model 𝑓𝑓 𝑧𝑧 ≈ 𝔼𝔼[𝑌𝑌|𝑍𝑍 = 𝑧𝑧]

⇒

Can estimate from data

Learn model 𝑒𝑒 𝑧𝑧 ≈ 𝔼𝔼[𝑇𝑇|𝑍𝑍 = 𝑧𝑧 ]

Let 𝑒𝑒 𝑧𝑧 = 𝔼𝔼[𝑇𝑇|𝑍𝑍 = 𝑧𝑧]



Instrumental variables

𝑍𝑍 𝑇𝑇 𝑌𝑌

𝑊𝑊

𝑊𝑊 is unobserved: can’t control for

Assume 𝑌𝑌 = 𝜏𝜏 ⋅ 𝑇𝑇 + 𝑓𝑓(𝑊𝑊) 𝐶𝐶𝐶𝐶𝐶𝐶 𝑍𝑍,𝑓𝑓 𝑊𝑊 = 0

⇒ 𝜏𝜏 =
𝐶𝐶𝐶𝐶𝐶𝐶(𝑍𝑍,𝑌𝑌)
𝐶𝐶𝐶𝐶𝐶𝐶(𝑍𝑍,𝑇𝑇)

𝜏𝜏 = treatment effect



Counterfactuals
𝑈𝑈1𝑋𝑋1

𝑈𝑈2𝑋𝑋2

𝑈𝑈3𝑋𝑋3

Let 𝑢𝑢 realization of 𝑈𝑈1 …𝑈𝑈𝑛𝑛

𝑌𝑌𝑋𝑋←𝑥𝑥 𝑢𝑢 =output of 𝑌𝑌 if 𝑈𝑈 = 𝑢𝑢 and 𝑋𝑋 = 𝑥𝑥



Fairness

Note: Focus on fairness in classification, not representation





Angwin, Larson, Mattu, Kirchner 2016

Risk of Recidivism



Gender detection

Buolamwini, Gebru, 2018

99.7% correct 65.3% correct



Non-ML unfairness

“White names receive 50 percent more callbacks for 
interviews. Callbacks are also more responsive to 
resume quality for White names than for African-
American ones.”



Algorithms help?





Arrests Drug usage



Positive feedback loop

Predicted crime



Making it formal



Unfairness definitions

Components: 

• Protected class*

• Unfairness measurement

Disparate treatment

Disparate impact

Race (Civil Rights Act of 1964); Color (Civil Rights Act of 1964); Sex (Equal Pay Act of 1963; Civil Rights Act of 
1964); Religion (Civil Rights Act of 1964); National origin (Civil Rights Act of 1964); Citizenship (Immigration Reform 
and Control Act); Age (Age Discrimination in Employment Act of 1967); Pregnancy (Pregnancy Discrimination 
Act); Familial status (Civil Rights Act of 1968); Disability status (Rehabilitation Act of 1973; Americans with Disabilities 
Act of 1990); Veteran status (Vietnam Era Veterans' Readjustment Assistance Act of 1974; Uniformed Services 
Employment and Reemployment Rights Act); Genetic information (Genetic Information Nondiscrimination Act)



https://research.google.com/bigpicture/attacking-discrimination-in-ml/

https://research.google.com/bigpicture/attacking-discrimination-in-ml/




Maximize profit



Ignore group

Calibrated from 
lender POV

Unfair from 
applicant POV



Demographic parity

Same total loans

Accuracy 
advantage split 
between lender 
and applicant



Equal opportunity

Fair from 
applicant POV

No 
demographic 

parity



Real world example: FICO scores

Hardt, Price, Srebro 2016



COMPAS Debate

𝑋𝑋
𝑌𝑌

Observed 
data

Prediction

𝑅𝑅

Outcome

Angwin, Larson, Mattu, Kirchner 2016



Data*
Low Risk High Risk

1000 800

550 1400

Low Risk High Risk

1150 350

450 500

Black White

Pr 𝑁𝑁𝑁𝑁 𝑅𝑅𝑅𝑅𝑅𝑅. 𝐻𝐻𝐻𝐻]

Did not recidivate

Recidivate

800
1800

≈ 44%
350
1450

≈ 24%Pr 𝐻𝐻𝐻𝐻 𝑁𝑁𝑁𝑁 𝑟𝑟𝑟𝑟𝑟𝑟. ]

350
850

≈ 41%800
2200

≈ 36%

Defendant POV

Predictor POV

>

<



Fairness and causaility
Berkeley graduate admissions, 1973

44% of male applicants admitted

35% of female applicants admitted

Department level:

Female acceptance rate higher



Gender
Department

Admission

“Fair” casual model:

Content of boxes matter (e.g. Griggs v. Duke Power Co., 1971)

Race
Diploma

Job offer



Bottom line
Can’t come up with universal observational fairness criteria

Fairness is based on assumptions on:

• Representation of data

• Relation to unmeasured inputs and outcomes

• Causal relation of inputs, predictions, outcomes

Measured 
Inputs Decision

Measured 
Outcome



Friedler, Scheidegger, Venkatasubramanian 2021
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